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CHALLENGE

Knowledge creation requires intense human effort

...revealed a 7.2-cm mass in the medial right
lobe without evidence of ductal dilation...

Y Text processing o . i .
l » Example: Word tokenization Critical Information Extraction (IE) systems require facts to be

\
...revealed a 7.2 - cm mass in the medial right Knowledge-base vetted by at least one human.
lobe without evidence of ductal dilation... (eg, dictionary)
Name entity recognition /

Predetermined atomic concepts
are identified

Relation extraction

« Example: Does passage | | ---revealed a7.2 - em mass in the medial right | « Example: How are mass/right lobe related?

Text classification [

talk about the liver lobe without evidence ofI ductal dilation].. mass [in] right lobe

or the lung? P LT mass [not pertaining to] right lobe PROPOSED SOLUTION

; \ Text classification R - L. . .
420« Example Is ductal dilation an anatomic Human-in-the-loop during training, evaluation & execution
Jw=_’ region, adrug, or a symptom? o

v Human vets addition of new facts to the KB

v IE system effectively supports human

e | quanteaieconcpt TR Related work frames NER+RE as:
[ aoe
(year | temporal concept) . .
EEN—— * Individual tasks |
il *\__, / TR . . . Nurofen has left me feeling exhausted and depressed.
For patients|above five years|with mild a ‘l‘ ma inhaled steroids : Separate taSkS n a plpellne
ptisre e wenr il « Joint (neural) models DX
@Mlmndl’aﬁwc'u@ ) pharmaceutical preparations | pharmacologic substance | ° Time_consuming AdVII iS perfect for head*(:hes !
@C@ le i w abuse of steroids | mental or behavioral dysfunction m m!’
(o it R >  Complex structures | ] e Lows
PREVENT | pharmacologic substance Next time | feel my stomach pain, | will try Xanax
https://www.slideshare.net/KarinVerspoor/medical-information-retrieval-workshop-keynote-medirsigir2014 [ ) L arge anIlOtated data
Name Entity Recognition Relation Extraction

What about “difficult” (long tail) entities and relations?

Interleaved training +Active Learning

’\ /‘

Proposed Pipeline for joint NER+RE

NER model: Query examples for NER annotation
LSTM+CRF+CharCNN likelihood of being good entity candidates

RE expert

CRF \ 000 Feedback loop between NER and RE
< 00 YES!

Enforces agreement between the two modules
LSTM Unlabeled Data

’ Did you find 2 target entities ? . o ]
Word } [ CNN ] e.g. 1Drug +1ADR _l * discards non-trivial negatives

Does the relation hold?
NER

Embeddings . .
\ Erihba;g;tiﬁgs ] Uncertainty e.g. Causal(Drug, ADR) * generates entity candidates
sampling if not likely to express the relation
enough good data Train RE

Train NER | . ..

@ RE * provides feedback to NER
Add to labeled .
Labeled Data RE model: CNNpos * actually express the relation
( Softmax ]
) CausalADEs Dataset
Addtolabeled L NN ] Medical forum posts on patient
NER expert Word [ Positional ] [ Fesiione| ] reported Adverse Drug Events
Embeddings emb. e, emb. e,
Causal relationships between
---NER+RE — optimal NER+RE —joint NER_RE Drugs & Adverse Drug Events
0.8 Positive|Negative|# Entities
Train 616 | 515 2262
Test 154 129 566

I
~

Comparison of pipelines:
Our proposed method (joint NER+RE)
Performing NER before RE (NER+RE)
Oracle NER module (optimal NER+RE)

accuracy
o
(@)

0c Exp. A F1 P R
optimal NER+RE 74.91 72.16 73.02 71.32
joint NER+RE 72.44 68.03 72.17 64.34
NER+RE 64.66 43.18 80.85 29.46
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